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Abstract— This paper presents a vision system
based on several wide angle cameras and robust meth-
ods to compose a view of the vehicle perimeter in
only one image. Our proposal can be split into two
stages: firstly, an offline calibration step and secondly,
an online panorama composition given the acquired
images from the cameras. The images are horizontally
undistorted, warped and stitched together according
to lookup tables (LUTs) generated during the calibra-
tion process. The offline part of the method calibrates
every camera individually and computes the pixel
mapping required for the images transformation into
the surrounding view. This mapping encodes a special
undistortion process and the image registration be-
tween adjacent cameras. In particular, the proposed
method does not fully undistort the images but it
projects them onto a cylindrical surface to reduce
the amount of radial distortion and facilitate the
panoramic stitching of the images. Our approach in-
cludes a feathering algorithm for seams removal and a
polar conversion of the panoramic view. This method
has been successfully tested on a small wheeled robot
and it is fully scalable to larger platforms such as
an armored patrol. Vehicles safety can be enhanced
thanks to perimeter monitoring.

I. Introduction

Special vehicles such as armored patrols are usually
equipped with tiny windows not wide enough to watch
the perimeter of the vehicle from the inside. However,
they can be benefited from a vision system composed
of several cameras mounted on the outer chassis of the
vehicle. Then, a panoramic view of the vehicle surround-
ings can be generated from the cameras and displayed on
onboard screens. In fact, onboard officers can monitor
the panoramic and individual images from the inside
and/or transmit to other neighbouring patrols. Then,
this system can be useful for big commercial vehicles such
as trucks, vans or land-rovers.

In this work, we propose a vision system based on
several wide angle cameras and robust methods to com-
pose a view of the vehicle perimeter in only one image.
Panoramic views are characterized by very large horizon-
tal Fields of View (FOVs) and they typically are used to
generate 360◦ views of nature or city scenes. Wide angle
cameras provide images with large FOVs, which makes
them ideal candidates for generating views of vehicle
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González and J. Almazán are with Department of Electron-
ics, University of Alcalá. Alcalá de Henares, Madrid, Spain.
e-mail: javier.yebes, pablo.alcantarilla, bergasa, al-
varo.g.arroyo, javier.almazan@depeca.uah.es

surroundings. However, the generation of a panoramic
view from wide angle images is not a simple matter
of correcting them into perspective images [1]. In fact,
undistortion is useless to create panoramic views because
the edges of the corrected images are stretched out as
a result of the perspective mapping. Besides that, their
FOV is small by definition. Consequently, we propose a
different approach through the use of a cylindrical surface
to correct the distortion only on the horizontal axis.

On one hand, existing comercial systems [2] [3] are
based on the use of several cameras (more than four)
with narrow FOVs (around 50◦), which are attached
together in a small cylindrical or spherical device. Then,
the stitching of the adjacent images is easy to perform
because the cameras are close to each other in the same
device. Besides, these systems need to be installed on top
of the vechicle’s roof at some height in order to capture
proper images of the surroundings.

On the other hand, our approach proposes a more
natural integration of the cameras on the car chassis,
using 4 or 6 six wide angle lenses separated from each
other. Considering this deployment, the generation of a
360◦ view and the image stitching are complex tasks,
which are solved by the methodology proposed in this
paper.

Our approach also facilitates the implementation
of the online paranorama composition on a Field-
Programmable Gate Array (FPGA), which can be easily
embedded on intelligent vehicles. In addition, our method
is also opened to different Human Machines Interfaces
(HMI) for image displaying, as the one presented in [4].
This work briefly describes a technology known as “Multi
Angle View (MAV)”, which provides a wraparound view
of the vehicle surroundings. They use four cameras
around the vehicle to create a 360◦ view. Their HMI
displays the vehicle surroundings from different view-
points and they claim that the system helps the driver in
different driving situations such as parking, turning and
watching blind spots. The final image representation is
in the form of a bird’s eye view perspective, which causes
high image distortion for the objects around the vehicle.

The work by Liu et al. [5] proposes a bird’s eye
view approach too, but using six cameras. They rely on
an elaborated method based on Wendland functions to
seamlessly align and stitch the images. However, they
undistort the images from the vehicle-mounted wide
angle cameras, so that the stitched images have a FOV
similar to perspective ones. Hence, they disregard wide



angle lenses properties requiring the use of two more
cameras to complete the vehicle surrounding view.

There are some other works on truck drivers assistance
to increase safety while driving large vehicles. The au-
thors of [6] propose the installation of four catadioptric
cameras to remove blind spots and obtain a bird’s eye
view of the truck perimeter. Moreover, they include the
approximate path of motion over the same resultant
view.

In our work, we propose an alternative method to
compose a surrounding view of the vehicle perimeter
using a vision system similar to the references cited be-
fore. We are aware of the private technologies presented
in [4] and [5], but our approach is able to deal with
some of the inconvenients of those systems. For instance,
our panoramic view does not suffer from bird’s eye view
distortion on the closer areas of the vehicle. In addition,
we propose the use of cheap and small cameras compared
to the catadioptric ones used in [6].

In the remainder of the paper, we introduce the system
and the proposed method in section II. Sections III
and IV describe in detail the algorithms for the offline
system calibration and the online panorama composition.
We validate our approach using 4 wide angle cameras
mounted on a wheeled robot in section V. Finally, we
remark the main conclusions and future works guidelines
in Section VI.

II. System Overview and Proposed Method

This work proposes a system that integrates 4 or 6
cameras (depending on vehicle dimensions) mounted in
the outer chassis of the vehicle. See Fig. 1.

Fig. 1. Top view of an armored patrol that ilustrates the placement
of 6 cameras and their approximate field of view.

The system is designed to have a full view of the
perimeter and supplement the vision of blind spots,
which is a critical monitoring task for armored patrols.
Every camera is equipped with a wide angle lens and
this set provides a field of view (FOV) of 135◦. A 360◦

view of the vehicle surroundings can be composed in
only one image and displayed from a desired viewpoint.
Besides, the images can be also individually displayed
in the screens onboard. We propose a method to stitch
the adjacent images together in order to obtain the
final panorama composition. Firstly, an offline process
performs the system calibration and computes the lookup

tables (LUTs) required for the online stage, which cap-
tures images in real-time and composes the 360◦ view
of the vehicle surroundings. The offline computed LUTs
can be stored in memory and used by FPGA or other
small electronic processing systems, which can be easily
integrated in a vehicle.

Fig. 2 depicts the main steps of the proposed method.
During the offline calibration, the intrinsic parameters of
the cameras are obtained. Then, the images are projected
onto a cylindrical surface to remove radial distortion only
for the horizontal axis. The final goal is to stitch images
to have a panoramic view, so we can disregard the distor-
tion in the vertical axis, focusing only in the horizontal
one. These undistorted images are used to perform the
registering step to find the transformation that relates
adjacent images. Finally, the LUTs are computed and
stored.

Fig. 2. Flowchart of the proposed method, which is divided into
an offline process for system calibration and the online one that
composes the final representation of the vehicle surroundings.

On the other hand, the online process applies these
pixel mapping tables over the set of online captured
images. Indeed, the techniques encoded by the LUTs
involves image horizontal undistortion and warping. As
a result, two panorama representations can be displayed:
a rectangular (see Fig. 3) and a circular view.

Once the images are stitched together, some undesired
artifacts can appear in the overlapping areas between
adjacent images. This is solved in real time through the
use of blending techniques. The following two sections
describe in detail the algorithm within the two stages of
our method.



Fig. 3. Sample rectangular panorama of the vehicle surroundings in a parking.

III. System Calibration

The key parts within the calibration are the projection
of distorted images into a cylindrical surface and the
image registration. Before that, an invididual camera
calibration process [7] [8] allows to determine the focal
length for every camera, which is required in order to
perform the projection.

A. Image projection onto a cylindrical surface

Fisheye lenses provide a field of view near 180◦, which
is well suited for the removal of blind spots and the com-
position of a 360◦ surrounding view. This property and
its cost-effectiveness, they both facilitate the installation
of a fewer number of cameras while providing overlapping
image regions between adjacent cameras. Particularly,
the second fact is strictly mandatory in order to get the
final panoramic view. We have empirically determined
the requirement of about 45◦ of overlapping between the
fields of view of adjacent cameras, which affects their
placement around the vehicle chassis. This overlappping
area allows the matching between features in the adjacent
images and the computation of their transformation
matrix.

On the other hand, fisheye lenses cause radial distor-
tion in the captured images. They project the frontal
hemispheric scene onto the flat surface of the camera
CCD. As a consequence, the stitching of several wide
angle images is non-trivial and difficult to solve. Besides
that, there are two additional factors to be considered
regarding the reduction of the camera FOV, which is
affected by the size of the CCD, e.g. reduction up to
50◦ for the case 1/4” CCD. Secondly, image undistortion
is a transformation process that converts the original
captured image into a perspective one with a smaller
field of view (FOV). There are some reference works
on this topic [8] [9], but they have been proved useless
for creating panoramic images. The undistorted images
are stretched out in the edges, being the effect greater
as one moves further from the principal axis. Hence,
some approximations have to be considered to make the
problem feasible. More specifically, the proposed method
assumes that the objects in the scene are sufficiently
far away from the camera, so that we can ignore stereo
disparity effects. We propose a correction motivated by

the large horizontal dimension of a panoramic view.
The vertical FOV does not need to be increased, but
the opposite does happen while stitching images from
adjacent cameras. Thus, the undistortion process relies
only on the horizontal axis and it is achieved considering
a cylindrical surface model as depicted in Fig. 4.

Fig. 4. Compositing surface to project the radially distorted image
onto a cylinder to correct distortion only in the horizontal axis.

The distorted image is projected onto a compositing
surface of a cylinder considering the pinhole camera
placed on the center of the cylinder and its principal
axis along z axis. The radius is equal to the focal length.
Hence, the point P in Fig. 4 represents a scene point in
the cylinder surface and the point Q is the projection
onto the image plane. Unrolling the image formed on the
cylinder and stitching to the adjacent images results in
the final panoramic representation.

The image correction is performed according to [10]
and [11] and the equations (1) and (2), which define a
linear projection model for the fisheye camera.

xf = f · θ · cosϕ = f · λ · sin(
xq
f

) (1)



yf = f · θ · sinϕ = λ · yq (2)
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Equations (1) and (2) establish the relationship be-
tween every pixel Iu(xq, yq) in the unrolled image and in
the captured image Ic(xf , yf ), which is distorted due to
the fisheye lens. The angles θ and ϕ are obtained from
the projection of point P into Q as represented in Fig. 4.
On the other hand, Fig. 5 shows a sample of the original
and corrected images. The images have been cropped
and inverted to perceive the correction in horizontal axis.
The differences between the images can be appreciated
comparing the tree and the building in both images.

(a)

(b)

Fig. 5. Sample images. a) Original distorted image captured by
the wide angle camera and b) corrected version.

B. Image registering

Stitching the images requires their registration to
determine the overlapping region. This means estimat-
ing the transformation matrices that relates the images
from adjacent cameras. Considering that our system is
not pure rotational and the appropiate image stitching
techniques [10], we propose to use a planar perspective
motion model after the cylindrical surface projection of
the images. The cameras are not mounted together on
the same vertical axis and this implies a translation
and rotation between their camera coordinates systems.
Indeed, camera alignment errors are also considered.
Additionally, not all the objects in the scene are very far
away, so that the results using a pure rotational model
yield incorrect panoramic representations. However, our
proposed model requires a placement of the cameras so

that, all their principal axes lie in the same horizontal
plane.

The planar perspective motion model that includes
image rotation and translation can be described using
a 3x3 affine matrix as shown in (5).

x̃2 =

h11 h12 h13
h21 h22 h23
0 0 1

 · x̃1 = H21 · x̃1 (5)

where x̃1 = (u1 u1 1)T and x̃2 = (u2 u2 1)T are the
pixels on each adjacent image respectively. In order to
estimate the 6 unknown parameters of H21 we first have
to match a set of points in both images. The simplest way
of doing it is by manually selecting a minimun of 3 points.
However, choosing 12 corresponding points in both pic-
tures from adjacent cameras yields better results, as we
have empirically tested. We are able to find a robust set of
inliers using RANSAC [12] and compute the affine matrix
as the solution of a least squares fitting problem given
the pairs of point correspondences between the images.
This is an offline task which requires a planar reference
object in the overlapping region of both images. We use a
common calibration rig [9] and select 12 matching points
between the two adjacent images.

Reliable feature matching techniques have been also
successfully tested in this work, instead of manually
selection of features. SURF detector and invariant de-
scriptors [13] have been used to find and match visual fea-
tures between images from adjacent cameras. However,
they do not improve the accuracy of the affine matrix
estimation, so we have decided to keep a simpler version
of manual selection of matching points. In addition, the
alignment errors between the images were not reduced
either. Consequently, we propose a global bundle adjust-
ment [14] in order to readjust the parameters of all the
transformation matrices at the same time. This motion
model refinement is based on the Levenberg-Marquardt
algorithm [15]. The alignment error is mainly due to
a drift in the y pixel coordinate after applying every
affine transformation to adjacent images. Hence, we set
as a constraint that the drift equals zero, which means
that the first and last images of the panoramic view are
forced to match in the vertical coordinate. This method is
robust for small vertical drift corrections. However, there
is a main constraint in the cameras motion model, as it
was stated before: their principal axes have to be in the
same horizontal plane.

Finally, the LUTs that transform every image into
the final panoramic representation can be computed
according to the projection and affine transformation
described above.

IV. Online Panoramic View Composition

The online stage of the proposed method is in charge
of capturing images and warping them into the final
representation. During system calibration, all the LUTs
required for the mapping of every image into the final



panoramic view were computed. However, there is still
an important step until the final image representation.
Images acquired from different cameras are prone to
exposure differences, which cause visible seams on the
stitched image. We propose to use a feathering tech-
nique [10] for image blending in order to remove this
undesired effect. However, feathering does not correct
blurring (due to mis-registration) or ghosting (due to
moving objects). In the first case, we have observed very
low blur, which can be ignored. On the other hand,
we assume some ghosting effects due to the relative
movement between objects and the vehicle.

A. Image blending

Blending deals with the pixels in the overlapping area
between adjacent images and it seamlessly stitches the
images into a continuous panorama. The gray level of
the pixels in the overlapping region is computed as a
weighted-average, whose value depends on the distance
to the edge of this area on each image. In particular,
we propose a feathering technique that loops over each
row in the warped image and recomputes the pixel values
according to (6).

Iw(xi, yj) =
di
l
· I1(xi, yj) + (1 − di

l
) · I2(xi, yj) (6)

Both images are referenced to the same coordinate
sytem, which is placed on the final warped and blent
result. The algorithm detects the overlapping line on each
row, computes its length l and perfoms the weighted-
average indicated in (6). The parameter di represents
the distance from the starting overlapping pixel to the
current pixel xi. Basically, the algorithm calculates the
mean value at the center of the overlapping region and
penalizes one of the images, as it gets closer to the
boundaries of the region.

B. Circular view representation

Once the image blending process is finished, the final
panoramic view (Fig. 3) can be displayed on a screen on-
board the vehicle. However, this image represents a field
of view of 360◦ around the vehicle. Thus, its horizontal
dimension is too wide. We propose a more practical and
appropiate representation for displaying the image on
non-panoramic onboard screens. An additional mapping
of pixels can be computed to generate a circular view
(Fig. 8) of the vehicle surroundings considering the pre-
viously generated rectangular panorama. This mapping
is stored as another LUT for speeding up the warping
process. We perfom a cartesian-to-polar coordinates con-
version according to (7) and (8).

r =
√

(x2 + y2) (7)

θ = atan(
y

x
) (8)

In addition, a bilinear interpolation is carried out to
complete the image conversion.

V. Validation on a Wheeled Robot

The methodology introduced in section II has been
tested on a Pioneer 3-AT robot. These experimental tests
have not been carried out in real armored patrols yet, but
we plan to do it in the next future. The proposed system
has been designed fully scalable. The offline calibration
computes the required LUTs for the number of cameras
mounted on the vehicle. The online process for panorama
composition and the LUTs can be easily integrated in
embedded systems.

Four cameras have been orthogonally placed at the
same height in a metallic structure on the robot, as it
is shown in Fig. 6. They are Unibrain Fire-i digital cam-
eras [16] with a Sunex DSL209 lens [17], which provides
a FOV of 123◦. The resulting overlapping area between
adjacent cameras is wide enough given the dimensions of
the robot.

Fig. 6. Autonomous robot Pioneer 3-AT with 4 cameras mounted
on a metallic structure.

The robot was programmed to drive autonomously
through indoor corridors. Fig. 7 displays 4 samples im-
ages from each of the mounted cameras.

(a) (b)

(c) (d)

Fig. 7. Images from every camera installed on the robot. The
orientation is as follows: a) left, b) front, c) back and d) right.

The image acquisition process was performed using
a laptop with a 2GHz Intel core and 2GB of memory,
running Kubuntu 10.04 and OpenCV library [18]. The



online panorama composition runs at a rate of 5 frames
per second (fps) given that the cameras synchronization,
image acquisition and processing are done by software.
This process can be speeded up using a quad video board
controlled by a FPGA. Besides, the LUTs computed dur-
ing system calibration can be stored in a flash memory,
so that the warping and blending steps can be entirely
implemented on the FPGA.

The final representation is displayed in Fig. 8 as a
circular view of the robot surroundings.

Fig. 8. Circular view representation of the robot surroundings
after warping and blending of the 4 images.

VI. Conclusions and Future Work

This paper has presented an alternative method for
surrounding view composition given several images cap-
tured by wide angle cameras mounted on a vehicle. The
proposed system is fully scalable and we have conducted
experimental tests on a small wheeled robot using 4
cameras. As a result, two representations in the form
of 360◦ FOV images (panoramic and circular) can be
computed in real-time and easily integrated on embedded
systems for intelligent vehicles.

In our approach we tackle exposure effects due to
different camera views, but there is still work to do
to reduce other undesired effects such as ghosting and
blurring.

On the other hand, our proposal is based on the
assumption of the coplanar placement of the cameras.
As future works, we also plan to do research on camera
autocalibration and the use of different compositing sur-
faces in order to relax that constraint and achieve better
panoramic representations.

The system deployment on an armored patrol and
other large vehicles is being under research and we hope
to have further experiments in near future. Besides that,
a Human Machine Interface to present the panoramic
and/or individual images from the cameras is also a
desirable feature to include in the next upgrades of the
system.
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